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Abstract

TheDomainNameSystem(DNS)allowszonedatatochangedynamicallybasedonsecure
protocolmessages,andthechangeddatacanbegloballyvisibleafteronly a shortdelay.
This reportexploresthesefeaturesof DNS, includingserver andclient implementation
issues,andshowsanexampleof theirusein creatinganautomatedRealTimeBlackhole
List basedonreceptionof virusesfrom infectedremotecomputers.

1. Introduction

DNSisacoherentautonomousdistributedhier-
archicaldatabase,designedin 1987[RFC1034]
to map Internethost namesto their Internet
Protocol(IP)addressesandto replacetheubiq-
uitousHOSTS.TXT file. Information was en-
teredinto DNSusingout of bandmechanisms
suchas flat text files editedor generatedby
domain administrators,and was expectedto
bechangedonly rarely, on the orderof hours
or months.

After 17yearsof evolution,thedefinition
and scopeof DNS hasgrown. New features
to be discussedin this paperinclude the fol-
lowing:

• New informationcannow enterDNSdy-
namically, using securedprotocol mes-
sages[RFC2136],[RFC2845]

• It is no longer necessaryto periodically
poll for DNSzonechanges,greatlyreduc-
ing propagationdelay[RFC1996]

• Changesto DNS zonedatacanbe trans-
ferredincrementally,allowinglargezones
to changequickly andoften[RFC1995]

Thesenew featuresmake it possibleto deliver
servicesthroughDNSthatwerenot originally
possible.Oneexampleof a coherentdynamic
universaldatabaseis a sharedglobalrealtime
blackholelist (RTBL) for e-mail.

2. DNS Changes

While a fully detailedexplainationof dynam-
ic update[RFC2136], real time changenoti-
fication [RFC1996], incrementalzone trans-
fer [RFC1995], and transaction signatures
[RFC2845] would merely repeat the Inter-
net RFC specificationson thesetopics, it is
useful to revisit thesefour protocol changes
in overview.

Giventheperspectiveallowedfor by sev-
eralyearsof implementationanddeployment
experience,hereis whatwenow know:
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2.1. Dynamic Update

In traditional DNS, all zone changeswere
madeout of band,usuallyto a so-calledmas-
ter file whichwaseithermachine-generatedor
human-edited.The[RFC2136] proposalfor in-
banddynamicupdateallows zonechangesto
occur asa result of DNS protocolmessages.
Thesemessagescancomefrom DHCPagents,
managementconsoles,or any othermanualor
automatedmethod.Updatesare atomic, reli-
able,andcanbedeclaredtobeidempotent.Up-
dateauthenticationcan be by TCP/IP source
address,or by transactionsignature(asspeci-
fied in [RFC2845] anddescribedin thefollow-
ing subsection.)

Updatesare applied to the zone at the
masterserver, which is theapex of a distribu-
tion graph containingslave servers, caching
servers,and clients. If the masterand slave
servers for a zone all implement real time
zonechangenotification(per[RFC1996]) and
incremental zone transfer (per [RFC1995])
then the result will be nearly instantaneous
zonechangesvisible at all of a zone’s author-
ity serversstartingfrom in-bandDNS proto-
col messagesspecifyingdynamicupdates.If
a moderatelylow negative time-to-live (TTL)
is specifiedasthe zone’s SOA minimum(start
of authorityrecord’sminimumfield),andif an
equallylow TTL is specifiedasthezone’s de-
faultTTL, thencachingserversandclientswill
seezonechangesin closeto realtime.

2.2. RealTime ChangeNotification

Anothertraditionalconstraintin DNSwasthat
zonechangescould only occur at predefined
intervals (calledSOA refreshand SOA retry).
Zoneslaveserverswouldonlycontactthezone
masterserver every SOA refreshseconds(or
SOA retry if therehadbeena prior communi-
cationsfailure) to checkfor an updatedzone

serialnumber. All changesto thezonethatoc-
curredwithin this interval werepublishedsi-
multaneously,asabatch.Thisledto eitherun-
fortunatelyshortpolling intervals,or unfortu-
natelylong embargoeson additions,changes,
anddeletionsto zonedata.

In [RFC1996], a methodwas proposed
for zonemasterserversto signalto published
and/orknown zoneslave serverstheexistence
of a new zone,by transmittingonly thezone’s
new serialnumber. If thisserialnumberdiffers
from the onethe slave server is currentlyus-
ing,thenanearlyrefreshoperationis triggered,
wherebyeachparticipatingzoneslave server
canverify thezone’sserialnumber,andinitiate
azonetransferif appropriate.

Widescaledeploymentof [RFC1996] has
beenan unqualifiedsuccess,and it is safeto
saythat no zoneof any importanceis served
usingsoftwarethat doesnot comply with the
[RFC1996] recommendation.Thismeansmost
zone changesare signalled to slave servers
within a few secondsof a zonechangeon the
masterserver, and if incrementalzonetrans-
fer is alsoin use,thenthezonechangeswill be
propagatedwithin thesameshortperiod.

It’s necessaryto distinguishbetweenthe
availability of new zonecontentontheauthor-
ity servers(masterandslaves),ascomparedto
thedefiniteuseof changeddata,which is not
guaranteeduntil after the time-to-live (TTL)
of theold datahasexpired. Notethat for pre-
viously nonexistentdata,thereis anSOA min-
imum that setsthe maximuminterval for so-
called “negative caching.” The net effect of
DNS cachingis that changingthe zonecon-
tentonthemasterandslavesisusefulbut nota
cure-all for staleness,dueto positiveandnega-
tivecaching.(SeeSection3.3.1for moreinfor-
mationon thistopic.)
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2.3. Incremental Zone Transfer

The traditionalmodel for synchronizingcon-
tent betweenzone masterservers and zone
slave serversrequiresthata completecopy of
thezonecontentbetransmittedfrom themas-
ter server to all slaveswhenever thiscontentis
changed.For zonesof nontrivial sizeor rateof
change,this “full copy” modelis prohibitively
expensive. Historically, this meantthat large
zonescould only be changedoneper day or
even onceper week,andcorrespondinglyre-
quireddatawhichhadtochangeonamorefre-
quentbasistobeplacedin smallseparatezones
that could be transferredfrequently without
high cost.Theseconstraintswereunfortunate,
andactedagainstcorrectnessin overallsystem
designsinvolving DNS.

In [RFC1995], amethodwasproposedfor
transferringonly incrementalchangesfrom the
zonemastertoeachzoneslave. Thesechanges,
even if very frequent,were small enoughto
be transmittedand stored at only nominal
cost. After subsequentwide scale adoption
of that proposal,it is now commonfor zones
of arbitrarysizeto changetheir contentmany
timesperday, sometimesevenmany timesper
minute. The [RFC1995] proposalis now uni-
versallyconsideredasuccess,andisanInternet
Standard.

Early software implementations of
[RFC1995] (suchasISCBIND8 andearlyISC
BIND9 [ISCBIND], Microsoft DNS,andoth-
ers)wereconstrainedto only beableto trans-
fer incrementalzonechangesif thesourceof
thosechangeswas a DNS Dynamic Update
[RFC2136]. As of ISC BIND9.3, any zone
changeincludingcompleteregenerationor hu-
maneditingcanstill be transferredasa mini-
mal incrementalchange.From this we con-
cludethat[RFC1995] hasmatured.

2.4. Transaction Signatures

During thepreparationof thedynamicupdate
proposal(see[RFC2136]), it becamenecessary
to beableto authenticatea transaction’sinitia-
tor.A generalmechanismwasproposed,called
TSIG ([RFC2845]), by which any cooperating
initiator andrespondercouldsharesecretsof-
fline or out of band,andusethesesharedse-
cretstoprovetheidentityof atransaction’sini-
tiatorandresponder. While theoutof bandna-
ture of thesesharedsecretsis a harshscaling
limit, TSIG hasshown its valueboth in enter-
prisecontexts(whereall initiatorsandrespon-
dersareunderthesameadministration)andin
zonehostingcontexts (wherea zone’s master
andslavesareoperatedby cooperatingparties,
whoalreadyhaveanoutof bandadministrative
channel.)

Proposalsto authenticateDNS transac-
tions without out of band shared secrets
include GSS-TSIG [RFC3645] and SIG(0)
[RFC2931], whicharebeyondthescopeof this
paper.

2.5. Summary of Protocol Changes

IETF’s “DNS I-N-D” project which included
incrementalzonetransfers(“I”), realtimezone
changenotification (“N”), and dynamiczone
updates(“D”) hasremadeDNSfrom its tradi-
tional staticmodel into a modernand robust
real time global publicationmediumfor any
DNS-compatibledata.

With thesefeaturesnow available,it has
becomepossibleto deploy servicesusingDNS
rather than constructinga new coherentau-
tonomousdistributedhierarchicaldatabasefor
everynew serviceor application.
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3. DNSServicesExample– Dynamic
RTBL

Malfeasantsnow routinelyemploy virusesand
wormsin order to organizelarge numbersof
always-online home computersinto an un-
witting infrastructurefor launchingspam,dis-
tributed denial of service,and other attacks.
This authorhasobserved that morethanhalf
of all host computerswho attemptto deliver
wormsor viruseswill alsoattemptto deliver
spamwithin thefollowing four weeks.

Given this correlation,it would be valu-
able to maintain a searchabledatabaseof
“hosts who have recently tried to sendus a
virus,” so that subsequente-mail launched
from thesehostscanberejectedwithout ques-
tion. (This is useful even in the caseof e-
mail worms,sinceif a hostis willing to senda
worm,it’sa safebetthatanythingelseoffered
lateronby thesamehostcanbesafelyrejected
or dropped.)

Given the wide spreadadoptionof DNS
asabearerof “real timeblackholelist” (RTBL)
data[MAPSRBL], theproblemcanbereduced
to:

howcanprogramson our mail and
otherserverssecurelyupdatea DNS
zoneusedasa “blackholelist” and
thengrantall of our serversfastand
coherentaccessto thiszone?

Thefull dataflow necessaryfor thisapplication
is shown in Figure1.

3.1. Softwareand HardwareSelection

TheDNSserverandclientsoftwareusedin this
examplewas[ISCBIND] (version9.3.0). The
operatingsystemwasFreeBSD5.2.1/AMD64.

3.2. Implementation Details

Implementationconsistedof several small
BSD UNIX shell-level utilities andsomecon-
figurationandsetupwork for ISCBIND9 and
thePostfixmailer[POSTFIX].

3.2.1. AddingHostAddresses– addhost.sh

#!/bin/sh

node=‘echo $1 | awk -F. \
      ’{print $4 "." $3 "." $2 "." $1}’ \
     ‘; shift
zone="ra.vix.com"
server="ns.vix.com"
ttl="1800"
kf="/var/ra/Kupdate-ra.+157+43810.key"

( echo server $server
  echo zone $zone
  echo prereq nxdomain $node.$zone
  echo update add $node.$zone $ttl \
    A   0.0.0.0
  echo update add $node.$zone $ttl \
    TXT created ‘date +%Y%m%d%H%M%S‘
  if [ $# -gt 0 ]; then
    echo update add $node.$zone $ttl \
      TXT reason $@
  fi
  echo send
) | nsupdate -k $kf /dev/stdin

exit $?

Thisutility usesa sharedkey file (givenasthe
nsupdate -k argument)toauthenticateady-
namicupdateto thera.vix.com zone.Com-
mandline argumentsto this utility areasfol-
lows:

$1 hostaddress

$2..N reasonfor entry

This utility addsone A RR (addressrecord)
andoneor moreTXT RRs(text records)at the
namecorrespondingto the reversed(in-addr)
form of thehostaddress.For example,if host
12.10.104.137were addedon 2004-05-28at
14:12:24(UTC) then the result would look
somethinglikethis:
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$ORIGIN 104.10.12.ra.vix.com.
137 A   0.0.0.0
    TXT "created" "20040528141224"

Note that a prerequisitefor this updateis the
nonexistenceof any recordsat the domain
namecorrespondingto this address.If this
conditionisnotmet,thentheupdatewill notbe
applied.

For this “blackhole list,” only the exis-
tenceof an A RR (addressrecord)matters,
and the exact addressdoesnot matter. Thus
0.0.0.0 is used.The TXT RR (text record)
shown is usedfor expiry (seeSection3.2.3).

3.2.2. DeletingHostAddresses– delhost.sh

#!/bin/sh

zone="ra.vix.com"
server="ns.vix.com"
ttl="1800"
kf="/var/ra/Kupdate-ra.+157+43810.key"

for N
do
  node=‘
    echo $N |
    awk -F.
      ’{print $4 "." $3 "." $2 "." $1}’
  ‘
  echo server $server
  echo zone $zone
  echo prereq yxrrset $node.$zone a
  echo prereq yxrrset $node.$zone txt
  echo update delete $node.$zone
  echo send
done | nsupdate -k $kf -t 600 /dev/stdin

exit $?

This utility’ s argumentsarea list of host ad-
dresseswhoseinformation is to be removed
from the private blackholelist. Eachone is
convertedto “in-addr” format andsentto the
nsupdate utility with prerequisites of exis-
tenceof A (address)andTXT (text) records,
anda requestfor deletionof all recordsat that
name.

3.2.3. ExpiringHostAddresses– expire.pl

This PERL utility is not reproducedhere. Its
purposeis tooutputalist of hostsfrom ourpri-
vateblackholelist thatwereaddedmorethan
45 daysago.Thesearethensentto thedel-
host.sh utility for deletion.

Thedesignof this utility is simple. Dur-
ingazonetransfer(AXFR) of thezone,matched
setsof A (address)andTXT (text) recordsare
found,andif a created dateis availableand
if that dateis more than45 daysin the past,
thenthe hostaddressis sentto stdout. The
CPAN [CPAN] Net::DNS [NETDNS] module
wastheprotocolenginefor thisutility andwas
perfectlysuitable.

A BSD UNIX crontab command is
usedto run thisutility onanightly basis:

4 2 * * * /var/ra/expire.pl | \
    xargs /var/ra/delhost.sh

3.2.4. MonitoringMail ServerLogs–
watchmaillog.pl

Our mail server ([POSTFIX]) is configured
with thefollowingbody_checks rule:

/^UEsDBAoA/ DISCARD mailworm1

This rule is one of many that causeinbound
mail to becheckedfor “worm” content.As in-
dicatedby therule,suchmessagesarediscard-
ed without noticeto thesender. As a sideef-
fect,a messageis sentto thesyslog facility
indicating that a messagewasdiscardeddue
to this rule, and telling the IP sourceaddress
of thesendinghost. Thewatchmaillog.pl
PERL utility, which is not reproducedhere,
readsthesystemlogfilesusingtheBSDUNIX
tail -F commandandsearchesfor markers
indicatingthat“worm” contentwasdiscarded.
Theseareparsedto find theIP sourceaddress
of thesender, andtheaddhost.sh command
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is runwith thefollowing arguments:

$1 hostaddress

$2 mailserverhostname

$3 “watchmaillog”

$4 mailwormidentifier

Assuming that host 220.192.60.187

sent a copy of mailworm2 to mail serv-
er sa.vix.com on 2004-02-28at 23:44:57
(UTC), theresultingzonecontentwould beas
follows:

$ORIGIN 60.192.220.ra.vix.com.
187 A   0.0.0.0
    TXT "reason" "sa.vix.com" \
        "watchmaillog" "mailworm2"
    TXT "created" "20040228234457"

The watchmaillog.pl utility is startedat
boot time, just after the syslog and Postfix
services.

NotethatthePostfixbody_checks rules
areappliedtoeveryline of everyinboundmes-
sage. It’s necessaryfor a mail server to have
a very fastCPU,andvery high mainmemory
bandwidth,in orderto applya moderatenum-
ber of rulesto millions of messagesper day.
This is true of all virus and worm detectors,
whether commercial,open source,or home
grown.

3.2.5. OtherSourcesof Data

OtherservicessuchastheApachewebserver
alsoproducelog files, and it is reasonableto
assumethat eachsuchserviceought to have
itsown logfile watcher/postprocessorthatuses
addhost.sh to recordwormsources.

We alsohave a customizedintrusionde-
tectionsystem(IDS) thatlistensto a largesub-
setof theIPv4addressspace.Becausethisad-
dressspaceis “dark” (meaningthatnodomain

namesleadto it), theonly connectionswe re-
ceive are from malfeasantswho are random-
ly scanningtheIP addressspacesearchingfor
vulnerableservers. Our customizedIDS pre-
tendsto bevulnerable,but theonly actualef-
fect of sendingus a maliciouspayloadis to
havethesourceaddressandpayloadloggedin
adatabase,andtofeedtheaddhost.sh utility
with new dataaboutmaliciousendsystemhost
addresses.

In principle and by design,many other
datasourcescouldbeadded.

3.2.6. ISCBIND9Configuration

In [ISCBIND] (version9.3.0),therewerethree
configurationactivitiesnecessaryto make this
projectpossible.

First, a new zone had to be createdby
hand,startingwith just an SOA RR (start of
authority record) and someNS (nameserv-
er)records.

Second,a new cryptorandomkey hadto
becreated,usingthefollowing command:

dnskeygen -H 128 -n update. -h

Third and finally, the named.conf file
had to be amendedto include knowledgeof
this key andof this zone. That configuration
file changeis roughlyasfollows:

acl mynets {
  2001:4f8::/32;
  204.152.184/21;
  192.5.4/23;
};

key update-ra {
  algorithm hmac-md5;
  secret "84qHhYEAB7cP00OVt8YD6Q==";
};

zone "ra.vix.com" {
  type master;
  file "pri/ra.vix.com";
  allow-transfer { mynets; localhost; };
  allow-query { mynets; localhost; };
  allow-update { key update-ra; };
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};

Let’s walk through theseconfigurationele-
mentsoneata time. mynets is anaccesscon-
trol list covering all local IPv6 andIPv4 net-
worksunderthesamelocaladministrativecon-
trol, andthereforetrustedto beallowedto see
thecontentof thera.vix.com zone.It is im-
portantto restrict this datato trustedendsys-
temssinceaccidentalusecould result in un-
wantedliability.

update-ra is the nameof the key we
generatedusing dnskeygen, and its se-
cret is the KEY RR (key record)from the
/var/ra/Kupdate-ra.+157+43810.key

file, whichmustbesecurelycopiedandstored
on every hostsystemwheretheaddhost.sh
anddelhost.sh utilities will beused.Since
possessionof this “sharedsecret”grantsper-
missionto updatethezone,this file shouldbe
madereadableonly by theroot or otherpriv-
ilegeduserid.

3.2.7. PostfixConfiguration

In addition to the body_checks rules de-
scribed in Section 3.2.4 above, it is nec-
essary to configure every Postfix server
in the local enterpriseas a subscriber to
your private RTBL. This is done in the
/etc/postfix/main.cf file, in the smt-
pd_recipient_restrictions setting,
usuallyafter thestandardinvocationof per-
mit_mynetworks,andideallybeforeany oth-
erRTBL subscriptions.Hereis anexample:

smtpd_recipient_restrictions =
  permit_sasl_authenticated,
  ...
  permit_mynetworks,
  ...
  check_recipient_access \
    regexp:/etc/postfix/exempt.regex,
  reject_rbl_client ra.vix.com,
  reject_rbl_client \
    rbl-plus.mail-abuse.org,
  reject_rbl_client \

    nonconfirm.mail-abuse.org,
  ...

Hereweseeareferenceto anexempt.regex
file, which containsa list of regular expres-
sionsto matchthoserecipientswho want to
receive all of their e-mail, even if it’ s spam.
It’s becauseof this requirement that our
RTBL subscriptionsare declared in smt-
pd_recipient_restrictions ratherthan
in smtpd_helo_restrictions. An exam-
pleexempt.regex file wouldbe:

/postmaster@/           OK
/abuse@/                OK

3.3. Difficulties Encountered

A numberof weaknesseswereexposedin both
the protocolsand their software implemen-
tations during the private RTBL project de-
scribedin thissection.

3.3.1. NegativeCaching

Becauseof negativecaching,a“wormtrain”of
many inboundmessagesfrom thesamesource
will not be immediatelystoppedby this tech-
nology. Thisis becauseaninitial RTBL check
will result in a cached“no suchnameexists”
conditionin the local cachingrecursive name
servers. Any queriesaboutthis samedomain
name for the next few minuteswill be an-
sweredfrom thiscache,evenif a dynamicup-
datehascausednew datato appearin thezone
itself.

Negativecachingisanecessarypartof the
DNSprotocol,but it maybenecessaryto add
anothertypeof RTBL subscriptiondirectiveto
Postfix,whichwouldattemptadynamicupdate
with aprerequisiteof thename’snonexistence
andno actualupdateoperations.This would
defeatnegativecachingby makingaroundtrip
to theauthorityserver for all domainnamesin
aspecifiedRTBL. Suchafeaturecouldbedan-
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gerouslydestructivetowardDNScaching,and
wouldneedto bedisabledby default.

3.3.2. Memory Limits

ISC BIND9 behavespoorly whenit runslow
onmemory. All zonedatain [ISCBIND] (ver-
sion9.3.0)is storedin theheap,includingthe
currently served version of a zone,any pri-
or versionsstill being accessedby an out-
boundzonetransfer, andunfortunately, delet-
ed recordswhoseheapmemoryhasnot yet
reusedby new data. If the expiration pro-
cessdescribedin Section3.2.3is not run of-
tenenough,or if thecutoff dateis sofar in the
pastthatnot enoughdatais purgedona night-
ly basis,thenBIND9 will entera statewhere
it cannotget enoughheapspaceto do zone
maintainance.

Recentexperiencehasshown that a pro-
cessmemory limit of 1.5 Gigabytes(1,500
Megabytes)is enoughto hold a privateRTBL
of about five million host addressesinclud-
ing theassociatedreason andcreated text
records,assuminga45-dayexpiry anda“class
B” network (with 65,535possiblehostaddress-
es)feedinganintrusiondetectiondevice. Since
longerexpiry periodsandmoreIDS contribu-
torswouldyieldamoreaccurateandmoreuse-
ful RTBL, theselimits will have to berelaxed
somehow.

Futurework on ISC BIND9 will include
non-heapzonedatastoragemethods,aswell
asa morerobust recovery processwhenheap
memoryis exhausted.

3.3.3. Zone Rewrite Granularity

[ISCBIND] (version9.3.0)usesa journalling
storagesystemto recordzonechanges.In the
eventof anuntimelyprocessdeath(suchasa
programor server crash)thesechangescanbe

reappliedto the zoneat the next nameserver
restart.If thisjournalgrowsbeyondacalculat-
edlimit, thenit is appliedin realtimeby writ-
ing anupdatedzoneto thefile systemandthen
truncatingthejournal. Thisdesignistechnical-
ly correct,but createstwo seriousoperational
problems.

First, thereis a lack of schedulergranu-
larity duringthezonerewriteprocess,suchthat
someupdaterequestscanbe lost dueto serv-
er timeoutsor even signalledserver failures.
Lost updatescan includenew worm data,or
deletionsdueto thenightly expirationprocess.
BIND9 will haveto beimprovedto ensurethat
all updatesareproperlyhandledeven during
timesof heavy backgroundmaintainance.Sig-
nallingaserver failureis betterthanlettingthe
client experiencea timeout,just asan exam-
ple of what “properly handled”meansin this
context.

Second,thereis a hardupperlimit on the
numberof updatesBIND9 canacceptpersec-
ond,andthis limit is enforcedby storagehard-
ware.TheDNSUPDATEproposal[RFC2136]
requiresthatall updatesbecommittedtostable
storagebeforeanserverrespondsto theupdate
request.In BSD UNIX, this meansanfsync
systemcallwill bemade,whichresultsin phys-
ical I/O. Even the fastestRAID5 storagesys-
temson the market todaycan only do a few
dozenorafew hundredphysicalI/O operations
persecond.Clearly, somewaywill have to be
found to “batch” theseI/O operations,which
maymeanbendingor amendingtheDNSUP-
DATE protocol.

3.4. Future Work

In additionto theimprovementsmentionedin
Section3.3above,work mustcontinuetoward
thegoalof packagingup thesetoolsandpub-
lishing them for generaluseby the commu-
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nity. Now that endsystemhostswho will be
spammingyouin theweeksto comeareprean-
nouncingtheir intentby trying to sendidenti-
fiableandmaliciouspayloads,only greatgood
couldcomefrom agenerallyavailablemethod
of shunningtrafficfromthesehosts.Thiscould
make the attackslesssuccessfuloverall, but
couldalsoassistwith productliability lawsuits
againstmonopolyprovidersof unsecureoper-
atingsystemplatforms,or againstmalfeasants
who take advantageof theseinsecureendsys-
tems.

Someconsiderationis also being given
to creatinga robust, high availability, public
RTBL basedon thesetools. With dozensor
hundredsof trustedpartiesfeedingthesystem
andsubscribingto it, it maybecomepossible
to so quickly andso thoroughly“shun” hosts
running malicioussoftware (“malware”) and
hostswho mindlesslyforwardthesepayloads,
toprovideaglobaleconomicdisincentivetoei-
ther own, operate,abuse,or provide the hosts
responsiblefor almostall known formsandin-
stancesof Internetabuseasof thiswriting.

4. Conclusion

The Domain NameSystemhasmadea suc-
cessfultransitionfrom a mostlystaticsystem
whosecontentcouldonly changedueto exter-
nal humanaction,to a vibrantly dynamicsys-
temwhosecontentcanchangefrequentlyand
robotically.

This new dynamicismoffers the possi-
bility for new servicesto be deliveredusing
DNS asa conduit. Thedatamodelofferedto
thesenew servicesincludesaglobalquerypop-
ulation,and moderatelylarge updatepopula-
tions,with high coherency, reliability andper-
formance.

At least one new applicationhas been
built using the DNS Servicesmodel,and the

resultssofar arevery encouraging.TheDNS
Servicesmodelis effective,andwe hopethat
thispaperwill encouragemoreapplicationsto
usethismodel.
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