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Abstract

TheDomainNameSystemDNS)allowszonedatato changalynamicallybasednsecure
protocolmessagesndthe changedlatacanbe globally visible afteronly a shortdelay

This reportexploresthesefeaturesof DNS, including sener andclient implementation
iIssuesandshonvs anexampleof their usein creatinganautomatedRealTime Blackhole
List basedn receptionof virusesfrom infectedremotecomputers.

1. Introduction

DNSisacoherenautonomousdistributedhier-
archicaldatabasalesignedn 1987[RFC1034
to map Internethost namesto their Internet
Protocol(IP) addresseandto replaceheubig-
uitous HOSTS. TXT file. Information was ern
teredinto DNSusingout of bandmechanisms
suchasflat text files editedor generatedoy
domain administratorsand was expectedto
be changedonly rarely, on the orderof hours
or months.

After 17yearsof evolution,thedefinition
and scopeof DNS hasgrown. New features
to be discussedn this paperinclude the fol-
lowing:

* New informationcannow enterDNS dy-
namically using securedprotocol mes
sagegRFC2136,[RFC2845%

* It is no longernecessaryo periodically
poll for DNSzonechangesyreatlyredue
ing propa@tiondelay[RFC1996¢

» Changegdo DNS zonedatacanbetrans
ferredincrementallyallowing largezones
to changequickly andoften[RFC199%

Thesenew featuregnale it possibleto deliver
serviceghroughDNS thatwerenot originally
possible.Oneexampleof a coherendynamic
universaldatabasés a sharedglobalrealtime
blackholelist (RTBL) for e-mail.

2. DNSChanges

While afully detailedexplainationof dynam
ic update[RFC2136, real time changenoti
fication [RFC1996, incrementalzone trans
fer [RFC199% and transaction signatures
[RFC284% would merely repeatthe Inter-
net RFC specificationson thesetopics, it is
useful to revisit thesefour protocol changes
in overview.

Giventheperspectie allowedfor by sev-
eralyearsof implementatiorand deployment
experiencehereis whatwe now know:



2.1. Dynamic Update

In traditional DNS, all zone changeswere
madeout of band,usuallyto a socalledmas
ter file which waseithermachinegeneratear
humanedited. The[RFC2136¢ proposafor in-
banddynamicupdateallows zonechangego
occurasa resultof DNS protocol messages.
Thesemessagesancomefrom DHCPagents,
managementonsolesor ary othermanualor
automatedmethod.Updatesare atomic, reli-
able andcanbedeclaredobeidempotentUp-
dateauthenticatiorcan be by TCP/IP source
addressor by transactiorsignature(asspeci
fiedin [RFC284%anddescribedn thefollow-
ing subsection.)

Updatesare applied to the zone at the
mastersener, which is the apec of a distribu-
tion graph containingslave seners, caching
seners, and clients. If the masterand slave
seners for a zone all implementreal time
zonechangenotification(per[RFC1996) and
incremental zone transfer (per [RFC199%)
then the result will be nearly instantaneous
zonechangewisible at all of a zones author
ity senersstartingfrom in-band DNS proto
col messagespecifyingdynamicupdates.lf
a moderatelylow negative time+o-ive (TTL)
is specifiedasthe zones SCA minimum(start
of authorityrecords minimumfield), andif an
equallylow TTL is specifiedasthe zones de
fault TTL, thencachingsenersandclientswill
seezonechangesn closeto realtime.

2.2. Real Time ChangeNotification

Anothertraditionalconstrainin DNSwasthat
zonechange<ould only occur at predefined
intervals (called SQA refreshand SQA retry).
Zoneslave senerswouldonly contacthezone
mastersener every SQA refreshsecondgor
SQAretryif therehadbeena prior communi
cationsfailure)to checkfor an updatedzone

serialnumber All changeso thezonethatoc
curredwithin this interval were publishedsi-
multaneouslyasabatch. Thisledto eitherun
fortunatelyshortpolling intenals, or unfortu
natelylong embagoeson additions,changes,
anddeletiondo zonedata.

In [RFC1996, a methodwas proposed
for zonemastersenersto signalto published
and/orknown zoneslave senersthe existence
of anew zone by transmittingonly thezones
new serialnumber If thisserialnumberdiffers
from the onethe slave sener is currentlyus
ing,thenanearlyrefreshoperationistriggered,
wherebyeachparticipatingzoneslave sener
canverify thezonesserialnumberandinitiate
azonetransferif appropriate.

Wide scaledeploymentof [RFC199¢has
beenan unqualifiedsuccessandit is safeto
saythat no zoneof ary importanceis sened
using software that doesnot comply with the
[RFC1996recommendationThismeansnost
zone changesare signalledto slave seners
within a few second®f a zonechangeon the
mastersener, andif incrementalzonetrans
ferisalsoin use thenthezonechangesvill be
propagtedwithin thesameshortperiod.

It's necessaryo distinguishbetweenthe
availability of new zonecontenton theauthor
ity seners(masterandslaves),ascomparedo
the definiteuseof changeddata,whichis not
guaranteeduntil after the timetodive (TTL)
of theold datahasexpired. Notethatfor pre
viously non«istentdata,thereis an SQCA min-
imum that setsthe maximuminterval for so-
called “negative caching. The net effect of
DNS cachingis that changingthe zone con
tentonthemasteandslavesis usefulbut nota
cureall for stalenessjueto positve andnega-
tivecaching.(SeeSection3.3.1for moreinfor-
mationonthistopic.)



2.3. Incremental Zone Transfer

The traditionalmodelfor synchronizingcon

tent betweenzone masterseners and zone
slave senersrequireshata completecopy of

the zonecontentbe transmittedrom the mas

ter senerto all slaveswheneer this contentis

changed For zonesof nontriial sizeor rateof

changethis“full copy” modelis prohibitively

expensve. Historically, this meantthat large

zonescould only be changedone per day or

even onceper week,and correspondinglyre-

guireddatawhichhadto changeonamorefre-

guentbasido beplacedn smallseparateones
that could be transferredfrequently without

high cost. Theseconstraintsvereunfortunate,
andactedagainstcorrectness overallsystem
designsnvolving DNS.

In [RFC199% amethodwasproposedor
transferringonly incrementathange$romthe
zonemasteto eachzoneslave. Thesechanges,
even if very frequent,were small enoughto
be transmittedand stored at only nominal
cost. After subsequenwide scale adoption
of that proposaljt is now commonfor zones
of arbitrarysizeto changetheir contentmary
timesperday, sometimegvenmary timesper
minute. The [RFC199% proposalis now uni-
versallyconsidere@dsuccessndisaninternet
Standard.

Early software implementations of
[RFC199%(suchasISCBINDS andearlyISC
BIND9 [ISCBIND], Microsoft DNS, and oth-
ers)wereconstrainedo only be ableto trans
fer incrementakonechangesf the sourceof
thosechangeswvas a DNS Dynamic Update
[RFC2136. As of ISC BIND9.3, ary zone
changeancludingcompleteregeneratioror hu-
manediting canstill be transferredasa mini-
mal incrementalchange. From this we con
cludethat[RFC199%hasmatured.

2.4. Transaction Signatures

During the preparatiorof the dynamicupdate
proposalsedRFC2136), it becamenecessary
to beableto authenticata transactiorsinitia-
tor. A generamechanismwvasproposedcalled
TSIG ([RFC284%), by which any cooperating
initiator andrespondercould sharesecretf-
fline or out of band,and usethesesharedse
cretsto prove theidentity of atransactiorsini-
tiatorandresponderWhile theoutof bandna
ture of thesesharedsecretss a harshscaling
limit, TSIG hasshown its valuebothin enter
prisecontexts (whereall initiatorsandrespon
dersareunderthe sameadministrationpandin
zonehostingcontets (wherea zones master
andslavesareoperatedy cooperatingarties,
whoalreadyhaveanoutof bandadministratve
channel.)

Proposalsto authenticateDNS transae
tions without out of band shared secrets
include GSSTSIG [RFC364% and SIG(0)
[RFC293], whicharebeyondthescopeof this
paper

2.5. Summary of Protocol Changes

IETF’s “DNS I-N-D” projectwhich included
incrementakonetransferg“l”), realtimezone
changenotification (“N”), and dynamiczone
updateg“D”) hasremadeDNS from its tradk
tional staticmodelinto a modernand robust
real time global publicationmediumfor ary
DNS-compatibledata.

With thesefeaturesnow available,it has
becomepossibleo deploy servicesisingDNS
rather than constructinga nev coherentau
tonomoudistributedhierarchicabdatabaséor
every new serviceor application.



3. DNS SewicesExample— Dynamic
RTBL

Malfeasantsiow routinelyemploy virusesand
wormsin orderto organizelarge numbersof

alwaysenline home computersinto an un

witting infrastructurgfor launchingspamdis-

tributed denial of service,and other attacks.
This authorhasobsened that more than half

of all hostcomputerswho attemptto deliver

wormsor viruseswill alsoattemptto deliver

spamwithin thefollowing four weeks.

Given this correlation,it would be valu-
able to maintain a searchabledatabaseof
“hosts who have recentlytried to sendus a
virus, so that subsequente-mail launched
from thesehostscanberejectedwithout ques
tion. (This is useful even in the caseof e-
mail worms,sinceif ahostis willing to senda
worm, it’sa safebetthatanything elseoffered
lateron by thesamehostcanbesafelyrejected
or dropped.)

Giventhe wide spreadadoptionof DNS
asabeareof “realtimeblackholdist” (RTBL)
data] MAPSRBL], theproblemcanbereduced
to:

how can programson our mail and
otherservessecuelyupdatea DNS
zoneusedasa “blackholelist” and
thengrantall of our servesfastand
coheentaccesgo thiszone?

Thefull dataflow necessaror thisapplication
iIsshavn in Figurel.
3.1. Softwareand Hardware Selection

TheDNSsenerandclientsoftwareusedn this
examplewas[ISCBIND] (version9.3.0). The
operatingsystemwasFreeBSD6.2.1/AMD64.

3.2. Implementation Details

Implementation consisted of several small
BSD UNIX shellievel utilities andsomecont
figurationandsetupwork for ISCBIND9 and
thePostfixmailer[POSTFIX.

3.2.1. AddingHostAddresses- addhost.sh

#!/ bi n/ sh
node='echo $1 | awk -F. \
{print $4 "." $3 "." $2 "." $1} \

‘o oshift
zone="ra. vi x. conf
server="ns. vi x. cont
ttl="1800"
kf="/var/ral Kupdat e-ra. +157+43810. key"

server $server
zone $zone
prereq nxdomai n $node. $zone
updat e add $node. $zone $ttl \
A 0.0.0.0
echo update add $node. $zone $ttl \
TXT created ‘date +%%a%A/sS
if [ $# -gt 0 ]; then
echo update add $node. $zone $ttl \
TXT reason $@

( echo
echo
echo
echo

f
echo send
) | nsupdate -k $kf /dev/stdin

exit $?

This utility usesa sharedkey file (givenasthe
nsupdat e - k agument}o authenticatady-
namicupdateto ther a. vi x. comzone.Com
mandline agumentgo this utility areasfol-
lows:

$1
$2..N

hostaddress
reasorfor entry

This utility addsone A RR (addressrecord)
andoneor moreTXT RRs(text recordsptthe
namecorrespondingdo the reversed(in-addr)
form of thehostaddress For example,if host
12.10.104.13%vere addedon 2004-05-28at
14:12:24(UTC) then the result would look
somethindik ethis:
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$ORI G N 104. 10. 12.ra. vi X. com
137 A 0.0.0.0

TXT "created" "20040528141224"

Note that a prerequisitefor this updateis the
nonistenceof ary recordsat the domain
name correspondingo this address.If this
conditionis notmet,thentheupdatewill notbe
applied.

For this “blackhole list,” only the exis-
tenceof an A RR (addressrecord) matters,
and the exact addresloesnot matter Thus
0.0.0.0 isused.The TXT RR (text record)
shawvn is usedfor expiry (seeSection3.2.3).

3.2.2. DeletingHostAddresses- delhost.sh

#!/ bi n/ sh

zone="ra. vi x. conf'

server="ns. vi x. conf

ttl="1800"

kf ="/var/ral Kupdat e-ra. +157+43810. key"

for N
do
node="*
echo $N
awk -F.
"{print $4 "." $3 "." $2 "." $1}

server $server
zone $zone
prereq yxrrset $node. $zone a
echo prereq yxrrset $node. $zone txt
echo update del ete $node. $zone
echo send

done | nsupdate -k $kf -t 600 /dev/stdin

echo
echo
echo

exit $?

This utility’ s agumentsare a list of hostad

dresseshoseinformationis to be removed
from the private blackholelist. Eachoneis

cornvertedto “in-addr” format and sentto the
nsupdat e utility with prerequisits of exis-

tenceof A (addresspnd TXT (text) records,
andarequesfor deletionof all recordsatthat
name.

3.2.3. ExpiringHost Addresses- expire.pl

This PERL utility is not reproducedere. Its
purposasto outputalist of hostdrom our pri-
vateblackholelist thatwereaddedmorethan
45 daysago.Thesearethensentto the del -
host . sh utility for deletion.

Thedesignof this utility is simple. Dur-
ingazonetransfe(AXFR) of thezone matched
setsof A (addressand TXT (text) recordsare
found,andif acr eat ed dateis availableand
if that dateis morethan45 daysin the past,
thenthe hostaddresss sentto st dout . The
CPAN [CPAN] Net : : DNS[NETDNY module
wasthe protocolenginefor thisutility andwas
perfectlysuitable.

A BSD UNIX crontab commandis
usedto runthisutility onanightly basis:

4 2 * * * |Jvar/ralexpire.pl | \
xargs /var/ral del host. sh

3.2.4. Monitoring Mail ServerLogs—
watdhmaillog.pl

Our mail sener ([POSTFIN) is configured
with thefollowing body_checks rule:

/ "UEsDBAoA/ DI SCARD nai | wor mlL

This rule is one of mary that causeinbound
mail to bechecledfor “worm” content.Asin-
dicatedby therule,suchmessagearediscard
ed without noticeto the sender As a side ef-
fect,a messages sentto the sysl og facility
indicating that a messagevas discardeddue
to this rule, andtelling the IP sourceaddress
of thesendinghost. Thewat chnwi | | og. pl
PERL utility, which is not reproducedhere,
readghesystenlog filesusingtheBSD UNIX
tail -Fcommandandsearchesor markers
indicatingthat“worm” contentwasdiscarded.
Theseareparsedo find the IP sourceaddress
of thesenderandtheaddhost . sh command



Is runwith thefollowing arguments:

$1 hostaddress

$2 mailsenerhostname
$3 “wat chmai | | og”
$4 mailwormidentifier

Assuming that host 220.192.60. 187
sent a copy of mailworn2 to mail serv
er sa. vi x. com on 2004-02-28at 23:44:57
(UTC), theresultingzonecontentwould be as
follows:

$ORIG N 60. 192. 220. ra. vi Xx. com
187 A 0.0.0.0
TXT "reason" "sa.vix.conf \
"wat chnai | | og" " mai | wor n2"
TXT "created" "20040228234457"

The wat chnai | | og. pl utility is startedat
boot time, just after the sysl og and Postfix
services.

NotethatthePostfixbody checks rules
areappliedto everyline of everyinboundmes
sage. It's necessaryor a mail sener to have
avery fastCPU,andvery high mainmemory
bandwidthjn orderto applya moderatenum
ber of rulesto millions of messageper day.
This is true of all virus and worm detectors,
whether commercial,open source,or home
growvn.

3.2.5. Other Soucesof Data

Otherservicessuchasthe Apachewebsener
alsoproducelog files, andit is reasonabléo
assumehat eachsuchserviceoughtto have
itsown log file watcher/postprocesstitatuses
addhost . sh torecordworm sources.

We alsohave a customizedntrusionde
tectionsystem(IDS) thatlistensto alargesulbz
setof thelPv4addresspace.Becausehisad
dressspacas “dark” (meaninghatnodomain

namedeadto it), the only connectionsve re-
ceive are from malfeasantsvho are random
ly scanninghe IP addresspacesearchindgor
vulnerableseners. Our customizedDS pre-
tendsto be vulnerable put the only actualef-
fect of sendingus a maliciouspayloadis to
have thesourceaddressndpayloadioggedin
adatabasgndtofeedtheaddhost . sh utility
with new dataaboutmaliciousendsystenmost
addresses.

In principle and by design,mary other
datasourcesouldbeadded.

3.2.6.ISCBIND9 Configuiation

In [ISCBIND] (version9.3.0) therewerethree
configurationactiities necessaryo make this
projectpossible.

First, a new zone had to be createdby
hand,startingwith just an SOA RR (startof
authority record) and some NS (name serv
er)records.

Seconda new cryptorandonkey hadto
be createdusingthefollowing command:

dnskeygen -H 128 -n update. -h

Third and finally, the naned. conf file
had to be amendedo include knowledge of
this key andof this zone. That configuration
file changds roughlyasfollows:

acl nynets {
2001: 4f8::/32;
204. 152. 184/ 21,
192. 5. 4/ 23;

}s

key update-ra {

al gori t hm hnmac- nd5;

secret "84gHhYEAB7cPOOOVt 8YD6Q==";
}

zone "ra.vix.con {
type master;
file "pri/ra.vix.conl';
allowtransfer { nynets; |ocal host; };
al l ow-query { nynets; |ocal host; };
al | ow- update { key update-ra; };



}s

Let's walk through these configurationele
mentsoneatatime. mynet s isanaccesson
trol list covering all local IPv6 and IPv4 net
worksunderthesamdocaladministratvecon
trol, andthereforetrustedto be allowedto see
thecontentof ther a. vi x. comzone. It isim-
portantto restrictthis datato trustedendsys
temssinceaccidentaluse could resultin un-
wantedliability.

updat e-ra is the nameof the key we
generatedusing dnskeygen, and its se-
cret is the KEY RR (key record)from the
/var/ral Kupdat e-ra. +157+43810. key
file, which mustbe securelycopiedandstored
on every hostsystemwheretheaddhost . sh
anddel host . sh utilities will beused. Since
possessiof this “sharedsecret’grantsper
missionto updatethe zone thisfile shouldbe
madereadableonly by ther oot or otherpriv-
ilegeduserid.

3.2.7. PostfixConfiguation

In addition to the body_checks rules de
scribed in Section 3.2.4 above, it is nec
essary to configure every Postfix sener
in the local enterpriseas a subscriberto
your private RTBL. This is done in the
/ etc/ postfix/ min.cf file, in the snt -

pd_recipient_restrictions setting,
usuallyafter the standardnvocationof per -

m t _nynet wor ks, andideallybeforeany oth-
er RTBL subscriptionsHereis anexample:

sntpd_recipient_restrictions
perm t_sasl _authenti cated,

perm t _nynet wor ks,

check_reci pi ent _access \

regexp: / etc/ postfix/ exenpt.regex,
reject_rbl_client ra.vix.com
reject_rbl_client \

rbl -plus. mail -abuse. org,
reject_rbl _client \

nonconfirm mai |l - abuse. org,

Herewe seeareferencedo anexenpt . r egex
file, which containsa list of regular expres
sionsto matchthoserecipientswho want to
receve all of their email, evenif it's spam.
It's becauseof this requirementthat our
RTBL subscriptionsare declaredin snt -
pd_reci pient_restrictions ratherthan
insnt pd_helo _restrictions. An exam
pleexenpt . r egex file would be:

XK
(0.4

/ post mast er @
| abuse@

3.3. Difficulties Encountered

A numberof weaknessesereexposedn both
the protocolsand their software implemen
tations during the private RTBL project de-
scribedin thissection.

3.3.1. NggativeCading

Becaus®f negative cachinga“wormtrain” of

mary inboundmessageom thesamesource
will not be immediatelystoppedby this tech

nology Thisisbecausaninitial RTBL check
will resultin a cached'no suchnameexists”

conditionin the local cachingrecursve name
seners. Any gueriesaboutthis samedomain
namefor the next few minuteswill be an

sweredrom this cachegvenif adynamicup-

datehascausedew datato appeain thezone
itself.

Negativecachingsanecessarpartof the
DNS protocol,but it may be necessaryo add
anothettypeof RTBL subscriptiordirectiveto
Postfixwhichwouldattemptadynamicupdate
with a prerequisitef thenamesnon«istence
and no actualupdateoperations.This would
defeatnegative cachingoy makingaroundtrip
to theauthoritysener for all domainnamesn
aspecifiedRTBL. Suchafeaturecouldbedan



gerouslydestructve toward DNS cachingand
would needto bedisabledby default.

3.3.2. Memory Limits

ISC BIND9 behaespoorly whenit runslow
onmemory All zonedatain [ISCBIND] (ver-
sion9.3.0)is storedin the heap,ncludingthe
currently sened version of a zone,ary pri-
or versionsstill being accessediy an out
boundzonetransfer and unfortunatelydelet
ed recordswhose heapmemory has not yet
reusedby new data. If the expiration pro-
cessdescribedn Section3.2.3is not run of-
tenenoughopr if thecutoff dateis sofarin the
pastthatnot enoughdatais purgedon a night
ly basis,thenBIND9 will entera statewhere
it cannotget enoughheapspaceto do zone
maintainance.

Recentexperiencehasshown thata pro-
cessmemory limit of 1.5 Gigabytes(1,500
Megabytes)s enoughto hold a private RTBL
of aboutfive million host addressesnclud-
ing the associated eason andcr eat ed text
recordsassumin@ 45-dayexpiry anda“class
B” network (with 65,535p0ssiblenostaddress
es)feedinganintrusiondetectiordevice. Since
longerexpiry periodsandmorelDS contrilu-
torswouldyield amoreaccurateandmoreuse
ful RTBL, theselimits will have to berelaxed
somehaov.

Futurework on ISC BIND9 will include
non-heapzonedatastoragemethodsaswell
asa morerobustrecovery processvhenheap
memoryis exhausted.

3.3.3. Zone Rewrite Granularity

[ISCBIND] (version9.3.0)usesa journalling
storagesystemto recordzonechangesin the
eventof anuntimelyprocesgeath(suchasa
programor sener crashjthesechangesanbe

-9-

reappliedto the zoneat the next namesener

restartlf thisjournalgrowsbeyondacalculat

edlimit, thenit is appliedin realtime by writ-

ing anupdatedzoneto thefile systemandthen

truncatinghejournal. Thisdesignistechnical

ly correct,but createswo seriousoperational
problems.

First, thereis a lack of schedulemgranu
larity duringthezonerewrite processsuchthat
someupdaterequestsanbe lost dueto serv
er timeoutsor even signalledsener failures.
Lost updatescaninclude nev worm data,or
deletiondueto thenightly expirationprocess.
BIND9 will haveto beimprovedto ensurehat
all updatesare properly handledeven during
timesof heary backgroundnaintainanceSig
nallingasenerfailureis betterthanlettingthe
client experiencea timeout,just asan exam
ple of what “properly handled’meansn this
context.

Secondthereis a hardupperlimit onthe
numberof updateBIND9 canacceptpersec
ond,andthislimit is enforcedby storagehard
ware. TheDNSUPDATE proposa[RFC2136
requireghatall updatedbecommittedto stable
storageébeforeansenerrespondso theupdate
request.In BSD UNIX, thismeansanf sync
systencallwill bemadewhichresultsn phys-
ical 1/0. Even the fastestRAID5 storagesys
temson the market today canonly do a few
dozenor afew hundredphysicall/O operations
persecond.Clearly, someway will haveto be
found to “batch” thesel/O operationswhich
may meanbendingor amendinghe DNS UP-
DATE protocol.

3.4. FutureWork

In additionto the improvementamentionedn
Section3.3above,work mustcontinuetoward
the goal of packagingup thesetoolsandpub
lishing them for generaluse by the commu
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nity. Now that endsystenmhostswho will be
spamming/ouin theweeksto comeareprean
nouncingtheir intentby trying to sendidentk
fiableandmaliciouspayloadspnly greatgood
couldcomefrom a generallyavailablemethod
of shunningrafficfrom thesehostsThiscould
male the attacksless successfubverall, but
couldalsoassistwith productliability lawsuits
againstmonopolyprovidersof unsecureper
atingsystemplatforms,or againstmalfeasants
who take advantageof theseinsecureendsys
tems.

Someconsiderations also being given
to creatinga robust, high availability, public
RTBL basedon thesetools. With dozensor
hundredsf trustedpartiesfeedingthe system
andsubscribingo it, it may becomepossible
to so quickly and so thoroughly“shun” hosts
running malicious software (“malware”) and
hostswho mindlesslyforward thesepayloads,
toprovideaglobaleconomidisincentveto e
ther own, operatealuse,or provide the hosts
responsibldor almostall known formsandin-
stance®f Internetabuseasof thiswriting.

4. Conclusion

The Domain Name Systemhasmadea suc

cessfultransitionfrom a mostly staticsystem
whosecontentcouldonly changedueto exter-

nal humanaction,to a vibrantly dynamicsys

temwhosecontentcanchangerequentlyand
robotically

This new dynamicismoffers the possi
bility for new servicesto be deliveredusing
DNS asa conduit. The datamodelofferedto
thesenew servicesncludesaglobalquerypop
ulation, and moderatelylarge updatepopula
tions,with high cohereny, reliability andper
formance.

At least one new applicationhas been
built usingthe DNS Servicesmodel,and the

resultssofar arevery encouraging.The DNS
Servicesnodelis effective, and we hopethat
this paperwill encouragenoreapplicationgo
usethismodel.
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